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Non-line-of-sight (NLOS) identification and mitigation carry significant importance in wireless localization systems. In this paper, we propose a novel NLOS identification technique based on the multipath channel statistics such as the kurtosis, the mean excess delay spread, and the root-mean-square delay spread. In particular, the IEEE 802.15.4a ultrawideband channel models are used as examples and the above statistics are found to be well modeled by log-normal random variables. Subsequently, a joint likelihood ratio test is developed for line-of-sight (LOS) or NLOS identification. Three different weighted least-squares (WLSs) localization techniques that exploit the statistics of multipath components (MPCs) are analyzed. The basic idea behind the proposed WLS approaches is that smaller weights are given to the measurements which are likely to be biased (based on the MPC information), as opposed to variance-based WLS techniques in the literature. Accuracy gains with respect to the conventional least-squares algorithm are demonstrated via Monte-Carlo simulations and verified by theoretical derivations.
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1. INTRODUCTION

The location of a mobile terminal (MT) can be estimated using different parameters of a received signal, such as the time-of-arrival (TOA), angle-of-arrival (AOA), and/or the received signal strength (RSS). Ultrawideband (UWB) radio has a great potential for accurate ranging and localization systems due to its very wide bandwidth and capability in resolving individual multipath components (MPCs) [1–7]. Therefore, the TOA of the received signal can be estimated with high accuracy for UWB systems if the first arriving path has been identified precisely [8–11]. One of the major challenges for localization systems is the mitigation of non-line-of-sight (NLOS) effects. If the direct path between a fixed terminal (FT) (An FT is usually a base station in a cellular network or an anchor node in a sensor network,) and the MT is being obstructed, the TOA of the signal to the FT will be delayed, which introduces a positive bias. Using such NLOS TOA estimates during the localization of the MT position may significantly degrade the positioning accuracy. Hence, FTs that are under the NLOS condition have to be identified and their effects have to be mitigated.

The NLOS identification and mitigation techniques have been discussed extensively in the literature, but mainly within the cellular network framework [12–14]. For example, in [12], the standard deviation of the range measurements are compared with the threshold for NLOS identification, where the measurement noise variance is assumed to be known. In [13], a decision-theoretic NLOS identification framework is presented, where various hypothesis tests are developed for known and unknown probability density functions (PDFs) of the TOA measurements. A nonparametric NLOS identification approach is discussed in [14, 15], where a suitable distance metric is used between the known measurement error distribution and the nonparametrically estimated distance measurement distribution in order to determine if a given FT is line-of-sight (LOS) or NLOS. Note that such techniques usually assume that the MT is moving and the number/density of obstructions between the MT and the FT vary. This implies that the bias for the NLOS range measurements change over time and have larger variances. On the other hand, when the MT is static, the variance of the NLOS range measurements may not show as much deviation from the variance of the LOS range measurements [16]. In such situations, the multipath characteristics of the received
signal may provide some insight regarding the LOS/NLOS identification. For example, in [17], the NLOS identification for UWB systems was briefly addressed by comparing the normalized strongest path with a fixed threshold. However, for such a scheme, optimal selection of certain parameters such as the threshold and the time interval are essential.

As an alternative to identify the NLOS scenarios from the received multipath signal, it is also possible to use the information from the overall mobile network for NLOS mitigation, provided that there are sufficient number of LOS FTs. For example, in [18], a residual-based algorithm was proposed for NLOS mitigation by assuming that the number of available FTs are more than three. Different combinations of FTs with at least three FTs in each combination are considered in order to evaluate the MT location and the corresponding residual error. The location estimates with smaller residuals have larger chances of corresponding to the correct MT location. Hence, the proposed technique weights different location estimates with the inverses of their residual errors. Some other NLOS mitigation techniques using the mobile network are reported in [19–27].

The objectives of this paper are three-fold. First, to model and characterize the amplitude and delay statistics of IEEE 802.15.4a channels. Second, to propose NLOS identification techniques based on the amplitude and delay statistics of the UWB channels. The amplitude statistics are captured using the kurtosis, and the delay statistics are evaluated using the mean excess delay and the root mean square (rms) delay spread of the received MPCs. And third, to analyze different weighted least-squares (WLS) localization techniques and evaluate their performance via Monte-Carlo simulations using the IEEE 802.15.4a channel model. The paper is organized as follows. In Section 2, the UWB channel model and associated channel statistics to be used in NLOS identification are outlined, and the localization system model is briefly reviewed. Section 3 introduces three different NLOS identification techniques based on the statistics of the MPCs, while Section 4 introduces three different WLS localization techniques. Simulation results are presented in Section 5 and finally Section 6 provides some concluding remarks.

2. CHANNEL AND SYSTEM MODELS

2.1. Multipath channel statistics

Let the channel impulse response (CIR) of the received signal be represented as

$$h(t) = \sum_{l=1}^{L} a_l \delta(t - \tau_l),$$

where $L$ is the total number of MPCs, and $a_l$ and $\tau_l$ are the amplitude and delay of the $l$th MPC, respectively. The TOA of the received signal is given by $\tau_{\text{toa}} = \tau_1$, which is identified by the first arriving path. If $\tau_1$ can be accurately estimated, the true distance $d$ between the FT and the MT can be easily calculated for LOS scenarios. However, for NLOS scenarios, the distance estimate may typically include a positive NLOS bias. There may be two major reasons for the existence of such a bias: while the first path may be completely blocked and cannot be detected at the receiver, it may also be the case that it is being delayed due to experiencing a different propagation speed through the obstacles [28, 29]. For the second scenario, the delay of the first arriving path may be negligible for certain NLOS channels, which implies close to zero bias. In this paper, we assume that NLOS channels introduce considerable bias to the first arriving path. In other words, we have

$$H_0 : d = c\tau_1, \quad H_1 : d < c\tau_1,$$

where $c$ denotes the speed of light, $H_0$ is the LOS hypothesis, and $H_1$ is the NLOS hypothesis. Hence, for NLOS situations, even if the first arriving path is correctly identified, the estimated distance is larger than the actual distance between the FT and the MT due to the always present positive bias. Therefore, if NLOS FTs are used in localization, they will degrade the localization accuracy, and it is essential to identify the NLOS FTs and mitigate their effects for accurate localization.

The impact of NLOS bias may be different for a moving MT and a stationary MT as illustrated in Figure 1. As the MT-1 moves through the network, the LOS and NLOS condition changes intermittently. For example, at $\tau_1$, MT-1 is under LOS condition with FT-1, FT-4, and FT-5 while it is under NLOS condition with other FTs. Similarly, at other time instants MT-1 will be under LOS and NLOS with some other FTs. As the MT-1 moves through the network, the intensity of obstacles for a NLOS FT will change which will effectively vary the NLOS bias. Hence, for a moving MT, the variance of the distance estimate to a NLOS FT will be larger due to the changes in the NLOS bias. On the other hand, for a stationary MT such as the MT-2, the NLOS bias is fixed over time as opposed to a moving MT. Hence, observing the variance of distance estimates may not provide sufficient information whether a stationary MT is under LOS or NLOS condition. Moreover, for indoor scenarios, the MT may move significantly prior to detecting if it is under LOS or NLOS scenario, and hence, a NLOS mitigation/localization based on the variance of the distance estimate may become quite complicated.

In this paper, we distinguish between the LOS or NLOS scenarios by exploiting the statistics of the received MPCs. The kurtosis, the mean excess delay, and the rms delay spread are used in order to capture the amplitude and delay statistics for the LOS and NLOS scenarios, respectively. The kurtosis of a certain data is defined as the ratio of the fourth-order moment of the data to the square of the second-order moment (i.e., the variance) of the data. As stated in [30], the “kurtosis characterizes how peaky” a sample data. Thus, it may be used as a tool to characterize the level of LOS condition of a certain channel. This implies that for a CIR with high kurtosis values, it is more likely that the received signal is under LOS.
2.2. Localization system model

Given a certain channel realization $h(t)$, kurtosis of $|h(t)|$ can be calculated as [30]

$$
\kappa = \frac{\mathbb{E}[\left((|h(t)| - \mu_{|h|})^4\right)]}{\mathbb{E}[\left((|h(t)| - \mu_{|h|})^2\right)^2]} = \frac{\mathbb{E}[\left((|h(t)| - \mu_{|h|})^4\right)]}{\sigma_{|h|}^4}, \quad (3)
$$

where $\mu_{|h|}$ and $\sigma_{|h|}$ are the mean and standard deviation of $|h(t)|$, respectively.

While the kurtosis provides information about the amplitude statistics of the received MPCs, it does not provide any information regarding the delay properties of the received MPCs. Two important statistics that characterize the delay information of the multipath channel are the mean excess delay $\tau_m$ and the rms delay spread $\tau_{rms}$, which are given by [31]

$$
\tau_m = \frac{\int_{-\infty}^{\infty} t |h(t)|^2 dt}{\int_{-\infty}^{\infty} |h(t)|^2 dt}, \quad (4)
$$

$$
\tau_{rms} = \frac{\int_{-\infty}^{\infty} (t - \tau_m)^2 |h(t)|^2 dt}{\int_{-\infty}^{\infty} |h(t)|^2 dt}. \quad (4)
$$

2.2. Localization system model

For the localization system model, we consider a wireless network where there are $N$ FTs, $\hat{x} = [\hat{x} \; \hat{y}]^T$ is the estimate of the MT location, $x_i = [x_i \; y_i]^T$ is the position of the $i$th FT, $\hat{d}_i$ is the measured distance between the MT and the $i$th FT commonly modeled as

$$
\hat{d}_i = d_i + b_i + n_i = c\tau_i, \quad i = 1, 2, \ldots, N, \quad (5)
$$

where $\tau_i$ is the TOA of the signal at the $i$th FT, $d_i$ is the actual distance between the MT and the $i$th FT, $n_i \sim \mathcal{N}(0, \sigma^2)$ is the additive white Gaussian noise (AWGN) with variance $\sigma^2$, and $b_i$ is a positive distance bias introduced due to LOS blockage, given by

$$
b_i = \left\{ \begin{array}{ll} 0 & \text{if ith FT is LOS,} \\
\psi_i & \text{if ith FT is NLOS.} \end{array} \right. \quad (6)
$$

For NLOS FTs, the bias term $\psi_i$ was modeled in different ways in the literature such as exponentially distributed [18, 32], uniformly distributed [27, 33], Gaussian distributed [34], constant along a time window [21], or based on an empirical model from measurements [29, 35]. Typically, the model depends on the wireless propagation channel and the specific technology under consideration (e.g., cellular networks, wireless sensor networks, etc.). In this paper, we will model the term $b_i$ as an exponentially distributed random variable with mean $\lambda_i$ based on [18, 32].

Once all the distance estimates in (5) are available, the noisy measurements and NLOS bias at different FTs yield circles which do not intersect at the same point, resulting in the following inconsistent equations:

$$(x - x_i)^2 + (y - y_i)^2 = \hat{d}_i^2, \quad i = 1, 2, \ldots, N. \quad (7)$$

3. LOS/NLOS IDENTIFICATION

3.1. Kurtosis of the multipath channel

The PDF of the kurtosis of the multipath channel $\kappa$ can be obtained for both LOS and NLOS scenarios using sample channel realizations from both scenarios. Here, we used sample channel realizations of the IEEE 802.15.4a standard channel models in order to obtain the histograms of $\kappa$ for eight different channel models (i.e., CM1 through CM8) as defined in [7]. It is found that the histograms can be well modeled by a log-normal distribution given as follows:

$$
p(\kappa) = \frac{1}{\kappa \sqrt{2\pi \sigma_\kappa}} \exp\left[-\frac{(\ln(\kappa) - \mu_\kappa)^2}{2\sigma_\kappa^2}\right], \quad (8)
$$

where $\mu_\kappa$ is the mean and $\sigma_\kappa$ is the standard deviation of $\ln(\kappa)$. The corresponding parameters for the eight different channel models are tabulated in Table 1. We also used the Kolmogorov-Smirnov (K-S) goodness-of-fit hypothesis test at 5% significance level to analyze how well the log-normal PDF characterizes the data. Table 1 also shows the passing rates of the K-S test for all the channel models. From the table, it shows that the log-normal distribution fits well to the kurtosis of the data for all channel models with more than 90% of passing rates.

The log-normal PDFs of the kurtosis for the eight channel models are depicted in Figure 2. It can be seen that for indoor residential, indoor office, and industrial environments, kurtosis can provide good information regarding if the received signal is LOS or NLOS. However, for outdoor environments, the PDFs are not distinct, and interestingly, the mean of the NLOS case is larger than the mean of the LOS case. A possible reason why the amplitude statistics is insufficient to identify the LOS/NLOS scenarios might be due to the highly dispersive characteristics of the outdoor environments [7]. Therefore, in order to have a more robust identifier, the delay statistics must be taken into consideration as will be discussed in the next section.
Table 1: The mean and the standard deviation of the log-normal PDF for the kurtosis of the IEEE 802.15.4a channels.

<table>
<thead>
<tr>
<th>Channel model</th>
<th>$\mu_\kappa$</th>
<th>$\sigma_\kappa$</th>
<th>K-S$_\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1 (residential LOS)</td>
<td>4.6631</td>
<td>0.5770</td>
<td>95.4%</td>
</tr>
<tr>
<td>CM2 (residential NLOS)</td>
<td>3.6697</td>
<td>0.4886</td>
<td>94.6%</td>
</tr>
<tr>
<td>CM3 (indoor office LOS)</td>
<td>4.4744</td>
<td>0.4579</td>
<td>95.7%</td>
</tr>
<tr>
<td>CM4 (indoor office NLOS)</td>
<td>2.8154</td>
<td>0.3459</td>
<td>95.5%</td>
</tr>
<tr>
<td>CM5 (outdoor LOS)</td>
<td>4.4509</td>
<td>0.5163</td>
<td>95.5%</td>
</tr>
<tr>
<td>CM6 (outdoor NLOS)</td>
<td>4.8886</td>
<td>0.4497</td>
<td>95.5%</td>
</tr>
<tr>
<td>CM7 (industrial LOS)</td>
<td>4.2637</td>
<td>0.7447</td>
<td>95.6%</td>
</tr>
<tr>
<td>CM8 (industrial NLOS)</td>
<td>2.1141</td>
<td>0.1487</td>
<td>95.4%</td>
</tr>
</tbody>
</table>

Figure 2: Log-normal PDFs of the kurtosis for CM1 to CM8 of the IEEE 802.15.4a channel models.

3.2. Mean excess delay and rms delay spread of the multipath channel

Similar to the kurtosis analysis as discussed in the previous section, we obtained the histograms of the mean excess delay and rms delay spread for eight different channel models from the IEEE 802.15.4a channels. We also found that the log-normal distribution fits to the histograms well. This observation was further verified using the K-S hypothesis test with 5% of significance level. The mean and standard deviation of $\ln(\tau_m)$ and $\ln(\tau_{rms})$ as well as the K-S passing rates are tabulated in Table 2, and their corresponding PDFs are depicted.
in Figures 3 and 4. We observe that as opposed to residential and indoor-office environments, the LOS and NLOS PDFs in outdoor and industrial environments are quite distinct, which implies reliability of the LOS/NLOS identification.

3.3. Likelihood-ratio test

If the a priori knowledge of the statistics of \( \kappa \), \( \tau_{ms} \), and \( \tau_{rms} \) are available under the LOS and NLOS scenarios in a certain environment, likelihood ratio tests can be performed for hypothesis selection. Let \( P_{kurt}^{los}(k) \), \( P_{kurt}^{nlos}(k) \), \( P_{med}^{los}(\tau_{m}) \), \( P_{med}^{nlos}(\tau_{m}) \), \( P_{rms}^{los} - ds(\tau_{rms}) \), and \( P_{rms}^{nlos} - ds(\tau_{rms}) \) be the PDFs of the kurtosis, the mean excess delay spread, and the rms delay spread corresponding to LOS and NLOS conditions, respectively. Then, given a channel realization \( h(t) \), we may consider the following three likelihood ratio tests for LOS/NLOS identification of \( h(t) \):

1. Kurtosis test:
   \[
   \frac{P_{kurt}^{los}(k)}{P_{kurt}^{nlos}(k)} \geq 1, \tag{9}
   \]

2. Mean excess delay test:
   \[
   \frac{P_{med}^{los}(\tau_{m})}{P_{med}^{nlos}(\tau_{m})} \geq 1, \tag{10}
   \]

3. Rms delay spread test:
   \[
   \frac{P_{rms}^{los} - ds(\tau_{rms})}{P_{rms}^{nlos} - ds(\tau_{rms})} \geq 1, \tag{11}
   \]

where, if the likelihood ratio is larger than 1, we choose the LOS hypothesis \( (H_0) \), and if otherwise, we choose the NLOS hypothesis \( (H_1) \).

Rather than using only the PDFs of individual parameters, a better approach would be to consider the joint PDF of these parameters, which will yield

\[
\frac{P_{joint}^{los}(\kappa, \tau_{ms}, \tau_{rms})}{P_{nlos}^{nlos}(\kappa, \tau_{ms}, \tau_{rms})} \geq 1. \tag{12}
\]

Since in practice it is very difficult to obtain the joint PDFs as given in (12), a suboptimal approach is proposed by considering \( \kappa \), \( \tau_{ms} \), and \( \tau_{rms} \) as independent to each other. Note that in practice, there is some correlation between these random variables, and independence assumption will not usually hold. In order to assess the amount of correlation between these random variables, we calculated the correlation coefficients\(^2\) between the pairs of random variables as tabulated in Table 3 for 1000 channel realizations from each of the IEEE 802.15.4a channel models. We also obtained the correlation coefficient between the strongest path (SP) energy (normalized with the total received energy) and each of the \( \kappa \), \( \tau_{ms} \), and \( \tau_{rms} \) for comparison purposes. While the correlation coefficients are usually low for most channel models, relatively larger values of \( \rho_{\tau_{ms}, \tau_{rms}} \) and \( \rho_{\kappa, \tau_{ms}} \) for certain channel models are noticeable. Results in Table 3 imply that while there is some correlation between some of these parameters, a suboptimal detector that considers these parameters independently may still improve the NLOS detection performance since the correlation tends to be smaller than 0.5 for most of the channel models. Then, (12) can be simplified to

\[
J(\kappa, \tau_{ms}, \tau_{rms}) \geq \frac{H_0}{H_1}, \tag{13}
\]

where

\[
J(\kappa, \tau_{ms}, \tau_{rms}) = \frac{P_{kurt}^{los}(k)}{P_{kurt}^{nlos}(k)} \times \frac{P_{med}^{los}(\tau_{m})}{P_{med}^{nlos}(\tau_{m})} \times \frac{P_{rms}^{los} - ds(\tau_{rms})}{P_{rms}^{nlos} - ds(\tau_{rms})}. \tag{14}
\]

The histogram of the logarithm of \( J(\kappa, \tau_{ms}, \tau_{rms}) \) is depicted in Figure 5(a) for CM3 and CM4 of the IEEE 802.15.4a channels, and Figure 5(b) shows the histogram of \( \log_{10}(1 + J(\kappa, \tau_{ms}, \tau_{rms})) \). While \( J(\kappa, \tau_{ms}, \tau_{rms}) \) can be used to make a hard decision to decide if a received signal is LOS or NLOS, it may also be used as a soft information in the WLS algorithm as will be discussed in the next section.

4. WLS LOCALIZATION TECHNIQUES

The NLOS information as discussed in the previous section can be used in numerous ways to improve the localization accuracy. In this section, we will present different WLS techniques in order to mitigate the NLOS effects. By considering the localization model presented in Section 2.2, a WLS estimate of the MT location using all the FTs can be expressed as

\[
\hat{x} = \arg \min_{\mathbf{x}} \left\{ \sum_{i=1}^{N} \beta_i \left( \| \hat{d}_i - \| \mathbf{x} - x_i \| \|^2 \right) \right\}, \tag{15}
\]

where the weights \( \beta_i \) can be chosen to reflect the reliability of the signal received at \( i \)th FT.

Minimizing (15) requires numerical search methods such as steepest descent or Gauss-Newton techniques, which require good initialization in order to avoid converging to the local minima of the loss function [37]. Alternatively, it is possible to use the techniques as proposed in [27, 38] in order to obtain a linear set of equations from the nonlinear least-squares model in (15). If the nonlinear set of equations is given as in (7), by fixing one of the expressions for a particular FT and after some mathematical manipulation, we have the following linear model:

\[
W\mathbf{A} \mathbf{x} = Wp, \tag{16}
\]
Table 2: The log-normal pdf parameters for the mean excess delay and the rms delay spread of the IEEE 802.15.4a channels.

<table>
<thead>
<tr>
<th>Channel model</th>
<th>$\mu_m$ [ns]</th>
<th>$\sigma_m$ [ns]</th>
<th>K-S$_m$</th>
<th>$\mu_{\text{rms}}$ [ns]</th>
<th>$\sigma_{\text{rms}}$ [ns]</th>
<th>K-S$_{\text{rms}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1 (LOS)</td>
<td>2.6685</td>
<td>0.4837</td>
<td>95.7%</td>
<td>2.7676</td>
<td>0.3129</td>
<td>94.8%</td>
</tr>
<tr>
<td>CM2 (NLOS)</td>
<td>3.3003</td>
<td>0.3843</td>
<td>95.8%</td>
<td>2.9278</td>
<td>0.1772</td>
<td>95.2%</td>
</tr>
<tr>
<td>CM3 (LOS)</td>
<td>2.0993</td>
<td>0.3931</td>
<td>96.2%</td>
<td>2.2491</td>
<td>0.3597</td>
<td>96.2%</td>
</tr>
<tr>
<td>CM4 (NLOS)</td>
<td>2.7756</td>
<td>0.1770</td>
<td>95.3%</td>
<td>2.5665</td>
<td>0.1099</td>
<td>95.4%</td>
</tr>
<tr>
<td>CM5 (LOS)</td>
<td>3.0864</td>
<td>0.4433</td>
<td>94.6%</td>
<td>3.3063</td>
<td>0.2838</td>
<td>94.6%</td>
</tr>
<tr>
<td>CM6 (NLOS)</td>
<td>4.6695</td>
<td>0.4185</td>
<td>94.9%</td>
<td>4.2967</td>
<td>0.3742</td>
<td>95.7%</td>
</tr>
<tr>
<td>CM7 (LOS)</td>
<td>1.3845</td>
<td>0.9830</td>
<td>98.9%</td>
<td>1.9409</td>
<td>0.7305</td>
<td>93.9%</td>
</tr>
<tr>
<td>CM8 (NLOS)</td>
<td>4.7356</td>
<td>0.0225</td>
<td>94.7%</td>
<td>4.4872</td>
<td>0.0164</td>
<td>95.9%</td>
</tr>
</tbody>
</table>

Figure 3: Log-normal PDFs of the mean excess delay and rms delay spread of CM1–CM4 of the IEEE 802.15.4a channels.

Figure 4: Log-normal PDFs of the mean excess delay and rms delay spread of CM5–CM8 of the IEEE 802.15.4a channels.

Table 3: Correlation coefficients of different channel parameters.

<table>
<thead>
<tr>
<th>Channel model</th>
<th>$\rho_{\mu_{\text{rms}}, \mu_{\text{rms}}}$</th>
<th>$\rho_{\mu_{\text{rms}}, \mu_{\text{sp}}}$</th>
<th>$\rho_{\mu_{\text{rms}}, \tau_{\text{rms}}}$</th>
<th>$\rho_{\mu_{\text{sp}}, \tau_{\text{rms}}}$</th>
<th>$\rho_{\mu_{\text{rms}}, \mu_{\text{sp}}}$</th>
<th>$\rho_{\mu_{\text{rms}}, \tau_{\text{rms}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1 (LOS)</td>
<td>−0.45</td>
<td>−0.06</td>
<td>0.70</td>
<td>0.96</td>
<td>−0.42</td>
<td>−0.02</td>
</tr>
<tr>
<td>CM2 (NLOS)</td>
<td>−0.34</td>
<td>−0.20</td>
<td>0.37</td>
<td>0.95</td>
<td>−0.33</td>
<td>−0.17</td>
</tr>
<tr>
<td>CM3 (LOS)</td>
<td>−0.33</td>
<td>−0.02</td>
<td>0.71</td>
<td>0.91</td>
<td>−0.32</td>
<td>−0.04</td>
</tr>
<tr>
<td>CM4 (NLOS)</td>
<td>−0.35</td>
<td>0.03</td>
<td>0.50</td>
<td>0.93</td>
<td>−0.29</td>
<td>0.01</td>
</tr>
<tr>
<td>CM5 (LOS)</td>
<td>−0.31</td>
<td>0.06</td>
<td>0.57</td>
<td>0.94</td>
<td>−0.27</td>
<td>0.05</td>
</tr>
<tr>
<td>CM6 (NLOS)</td>
<td>−0.21</td>
<td>−0.04</td>
<td>0.39</td>
<td>0.93</td>
<td>−0.20</td>
<td>−0.05</td>
</tr>
<tr>
<td>CM7 (LOS)</td>
<td>−0.53</td>
<td>−0.26</td>
<td>0.72</td>
<td>0.95</td>
<td>−0.54</td>
<td>−0.25</td>
</tr>
<tr>
<td>CM8 (NLOS)</td>
<td>−0.30</td>
<td>−0.26</td>
<td>0.40</td>
<td>0.90</td>
<td>−0.23</td>
<td>−0.21</td>
</tr>
</tbody>
</table>
where

\[
A = 2 \begin{bmatrix}
x_1 - x_r & y_1 - y_r \\
x_2 - x_r & y_2 - y_r \\
\vdots & \vdots \\
x_{N-1} - x_r & y_{N-1} - y_r \\
\end{bmatrix},
\]

\[
p = - \begin{bmatrix}
d_1^2 - d_1^2 - x_1^2 + x_r^2 - y_1^2 + y_r^2 \\
d_2^2 - d_2^2 - x_2^2 + x_r^2 - y_2^2 + y_r^2 \\
\vdots \\
d_{N-1}^2 - d_{N-1}^2 - x_{N-1}^2 + x_r^2 - y_{N-1}^2 + y_r^2 \\
\end{bmatrix},
\]

with \( W = \text{diag}(\beta_1, \beta_2, \ldots, \beta_{N-1}) \) being a diagonal matrix of size \((N-1)\), and \( r \) is the FT chosen in order to obtain the linear model. Therefore, the WLS solution is given by

\[
x = (A^T W^2 A)^{-1} A^T W^2 p.
\]

The mean square error (MSE) of the WLS solution in (19) is derived for LOS and NLOS FTs in Appendix A and Appendix B, respectively. Note that the WLS solution corresponds to the minimization of the following cost function:

\[
\|Wp - WAx\|^2 = \sum_{i=1}^{N-1} \beta_i \left[ d_i^2 - d_i^2 - x_i^2 + x_r^2 - y_i^2 + y_r^2 ight] \\
+ 2(x_i - x_r)x + 2(y_i - y_r)y.
\]

For the mitigation of NLOS effects, it is critical to select \( \beta_i \) appropriately. In [32, 36], the authors use the inverse of the measured distances variance as a reliability metric for the \( i \)th FT, which corresponds to the maximum likelihood solution for Gaussian distributed and independent noise terms. However, for a static MT, the variance of the TOA measurements may not be significantly different for LOS and NLOS FTs as discussed in Section 2. Still, due to the biased observations at the NLOS FTs, the localization accuracy degrades when the conventional LS technique is used. As discussed in previous section, the MPCs of the received signal carries important information regarding the LOS/NLOS characteristics. In this paper, we deploy such information to develop different alternative WLS localization techniques. Comparison of the prior art WLS and proposed WLS techniques are summarized in Figure 6. Note that optimization of the weights \( \beta_i \) conditioned on the NLOS bias statistics and the LOS/NLOS likelihood functions is nontrivial in closed-form and is not part of the work to be discussed in this paper. Instead, we propose three different heuristic techniques for the selection of these weights, and show via simulations that the LS localization accuracy can be improved under NLOS scenario by deploying the information in the MPCs of the received signal.

4.1. Identify-and-discard

As discussed in [39], if no prior knowledge regarding the NLOS bias \( b_i \) is available, the Cramer-Rao lower bound (CRLB) is minimized by discarding the NLOS FTs (assuming perfect identification of LOS/NLOS measurements). In here, we refer this technique as identify-and-discard (IAD),
and the weights $\beta_i$ for the $i$th measurement are given as follows:

$$\beta_i^{(iAD)} = \begin{cases} 0 & \text{if } \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) \leq 0, \\ 1 & \text{if } \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) > 0. \end{cases} \quad (21)$$

The drawback of IAD is that there is always the chance of misidentification (i.e., selecting an LOS FT as NLOS, or vice versa). Hence, in certain cases, there may be insufficient number of identified LOS FTs to estimate the MT location, which may considerably degrade the location accuracy. For example, if there are only two LOS FTs, this corresponds to two circles which intersect at two different points, resulting in an ambiguity of the MT location. In this paper, we randomly select one of the two intersection points for resolving the ambiguity for the two LOS FT case. On the other hand, if only one LOS FT can be identified, the best case with IAD would be to select the location of the LOS FT as the MT location.

### 4.2. Soft weight selection

While IAD minimizes the CRLB in ideal scenarios, in practice, discarding the NLOS measurements requires perfect knowledge of the LOS/NLOS situation. Moreover, it has been well reported in the literature that exploiting the NLOS information may improve the localization accuracy in more practical estimators such as the LS estimator [27]. Thus, instead of discarding the NLOS measurements, the likelihood functions given in Section 3.3 can be used to minimize the contribution of NLOS FTs to the residual error as given in (15). We may use a modified version of the likelihood ratios in (13) for a soft weight selection (SWS) where the weights for the $i$th measurement is given as follows:

$$\beta_i^{(SWS)} = \log_{10}(1 + J_i(\kappa, \tau_m, \tau_{rms})), \quad (22)$$

which penalizes the NLOS nodes by typically assigning them weights between 0 and 1 (see Figure 5(b)). The drawback of such an approach is that for LOS nodes, the dynamic range of weights may become very large as evident in Figure 5. This unnecessarily favors some of the LOS measurements with respect to others which may degrade the positioning accuracy.

### 4.3. Hard weight selection

We may improve the performance of SWS by assigning fixed weights to LOS and NLOS measurements, that is, by using hard weight selection (HWS). Based on this approach, $\beta_i$ can be set as

$$\beta_i^{(HWS1)} = \begin{cases} k_1^{(1)} & \text{if } \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) \leq 0, \\ k_2^{(1)} & \text{if } \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) > 0, \end{cases} \quad (23)$$

where $k_1^{(1)} < k_2^{(1)}$. In other words, the identified NLOS FTs have limited impact on the WLS solution. When $k_1^{(1)} = 0, k_2^{(1)} = 1$, HWS1 becomes identical to the IAD.

Note that there exists an ambiguity region for the likelihood functions as shown in Figure 5(a) where a given likelihood value may correspond to both LOS or NLOS FT. Hence, an alternative HWS technique that partitions the likelihood space into three different regions can be obtained as follows:

$$\beta_i^{(HWS2)} = \begin{cases} k_1^{(2)} & \text{if } \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) \leq \Delta_1, \\ k_2^{(2)} & \text{if } \Delta_1 < \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) \leq \Delta_2, \\ k_3^{(2)} & \text{if } \log_{10}(J_i(\kappa, \tau_m, \tau_{rms})) > \Delta_2, \end{cases} \quad (24)$$

where $k_1^{(2)} < k_2^{(2)} < k_3^{(2)}$, the parameters $k_1^{(2)}$ and $k_3^{(2)}$ are the weights for the NLOS and LOS measurements, respectively,
and \( k_i^{(2)} \) is the weight for the ambiguity region when the likelihood value falls in between \( \Delta_1 \) and \( \Delta_2 \). For the special case when \( \Delta_1 = \Delta_2 = 0 \), HWS2 is equivalent to HWS1.

5. SIMULATION RESULTS

Monte-Carlo simulations are performed to validate the proposed LOS/NLOS identification technique and the WLS algorithms using the IEEE 802.15.4a channel models. For each of the CM1 to CM8 channels, 1000 channel realizations are generated with channel separation of 494 MHz, central and sampling frequencies of 3.952 GHz, with an over-sampling factor of 8.

5.1. LOS/NLOS identification results

For each channel realization, we apply the likelihood ratio tests given in (9)–(13) and calculate the percentage of correctly identified cases. Table 4 tabulates both LOS and NLOS identification percentages using the four different techniques. It can be seen that using individual metrics may yield high identification percentage only for certain channel models (depending on the amplitude and delay characteristics of the channel under consideration), while the joint approach achieves high identification percentage for most of the channel models.

For comparison purposes, we also included the simulation results for the technique introduced in [17], which we refer here as strongest-path threshold-comparison (SP-TC). In summary, the NLOS identification is achieved by

\[
\max_{\tilde{\xi}} \frac{\int_{-\infty}^{\tilde{\xi}} |h(t)|^2 dt}{\int_{-\infty}^{\infty} |h(t)|^2 dt} \geq \xi,
\]

where \( 0 \leq \xi \leq 1 \) is a threshold set on the normalized strongest path. As shown in Table 4, the selection of the threshold is critical for balanced identification rates for the LOS and NLOS channels. Even with a reasonable threshold setting (e.g., \( \xi = 0.1 \)), identification rates for the joint approach are better than the SP-TC for most channel realizations.

5.2. WLS localization results

In order to test the performance of the WLS algorithm, we consider a rectangular room of size 30 m × 20 m. The MT is centered at the middle of the room at \([x, y] = (0, 0)\) m, and two topologies for the placement of the FTs are considered. For topology-1, six FTs are placed at the borders of the room with \( x_1 = [-16, -10], x_2 = [14, -9], x_3 = [-15.5, 11], x_4 = [15.9, 5], x_5 = [0.5, -11], \) and \( x_6 = [-0.5, 10] \) (all in meters). For topology-2, FTs are placed in a hexagon-like structure with \( x_1 = [-7.5, -10.5], x_2 = [7, -10], x_3 = [-15.5, 0.5], x_4 = [15, 0], x_5 = [-8, 11], \) and \( x_6 = [7.5, 10.5] \) (all in meters). We use the LS model in (19) with \( r = 6 \) to estimate the MT location, and consider the cases when there are zero, one (only FT1), two (FT1, FT2), and three (FT1, FT2, FT3) NLOS FTs. For each NLOS channel realization, we use a channel realization from CM4 of IEEE 802.15.4a channel models and prefix an exponentially distributed NLOS bias \( b_i \) with a mean of \( \lambda_i = 2 \) nanoseconds. For each channel realization, we use CM3 of IEEE 802.15.4a channel models and assume that first path correctly characterizes the distance between the MT and the FT. For simplicity, we assume that \( \sigma_i^2 = \sigma^2 \) is identical for all the FTs and does not change with distance. The results are averaged over 100 NLOS bias realizations, 100 noise realizations, and 100 channel realizations (i.e., over \( 10^6 \) different observations), which are assigned randomly to different FTs. The simulation scenario is depicted in Figure 7 along with the circles given by (7) representing the possible MT positions for each FT in topology-1, where FT1 has an NLOS bias of 3 m. For all the HWS algorithms, we use \( k_i^{(1)} = 0.1, k_i^{(2)} = 1, k_i^{(3)} = 0.1, k_i^{(4)} = 0.2, k_i^{(5)} = 1, \Delta_1 = -3, \) and \( \Delta_2 = 3 \).

In Figures 8 and 9, simulation results for the average localization error using conventional LS and different WLS algorithms are presented for \( \sigma^2 \in [0.3, 1] \) and for different sets of NLOS FTs. We also simulated the performance of residual weighting (RWGH) algorithm reported in [18] which aims to mitigate the NLOS bias by weighting the location estimates (for different topologies) with the inverses of the corresponding residual location errors.\(^4\) For the conventional LS estimator, the average localization error increases with increasing number of NLOS FTs. Also, location accuracy degrades slightly when the noise variance increases. While RWGH can mitigate the NLOS bias effects in certain settings, HWS-WLS

\(^4\) Note that exponential distribution is taken as an example, and some other bias models may as well be used.

\(^5\) Reader is referred to [18] for details of RWGH algorithm. Note that different from the original RWGH algorithm in [18] which uses nonlinear LS, we used the linear LS in our simulations.
Table 4: LOS/NLOS identification percentages.

<table>
<thead>
<tr>
<th>Channel model</th>
<th>$\kappa$</th>
<th>$\tau_m$</th>
<th>$\tau_{r_m}$</th>
<th>Joint $(\kappa, \tau_m, \tau_{r_m})$</th>
<th>SP-TC ($\xi = 0.05$)</th>
<th>SP-TC ($\xi = 0.1$)</th>
<th>SP-TC ($\xi = 0.2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1 (LOS)</td>
<td>78.6%</td>
<td>74.3%</td>
<td>61.7%</td>
<td>81.8%</td>
<td>99.6%</td>
<td>75.5%</td>
<td>24.9%</td>
</tr>
<tr>
<td>CM2 (NLOS)</td>
<td>83.2%</td>
<td>77.9%</td>
<td>76.1%</td>
<td>84.3%</td>
<td>25.3%</td>
<td>78.1%</td>
<td>99.1%</td>
</tr>
<tr>
<td>CM3 (LOS)</td>
<td>99.0%</td>
<td>88.5%</td>
<td>73.6%</td>
<td>97.9%</td>
<td>98.7%</td>
<td>63.9%</td>
<td>11.5%</td>
</tr>
<tr>
<td>CM4 (NLOS)</td>
<td>97.6%</td>
<td>86.3%</td>
<td>89.0%</td>
<td>95.9%</td>
<td>56.2%</td>
<td>96%</td>
<td>99.9%</td>
</tr>
<tr>
<td>CM5 (LOS)</td>
<td>66.6%</td>
<td>98.2%</td>
<td>93.9%</td>
<td>98.9%</td>
<td>48.2%</td>
<td>94.2%</td>
<td>9.1%</td>
</tr>
<tr>
<td>CM6 (NLOS)</td>
<td>71.4%</td>
<td>95.2%</td>
<td>92.7%</td>
<td>87.8%</td>
<td>95.9%</td>
<td>77.9%</td>
<td>37%</td>
</tr>
<tr>
<td>CM7 (LOS)</td>
<td>98.3%</td>
<td>88.3%</td>
<td>98.3%</td>
<td>88.2%</td>
<td>95.9%</td>
<td>79%</td>
<td>37%</td>
</tr>
<tr>
<td>CM8 (NLOS)</td>
<td>98.4%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 8: The average localization error of different WLS algorithms with respect to different number of NLOS FTs for $\sigma^2 = 0.3$ and $\sigma^2 = 1$ (topology-1).

Figure 9: The average localization error of different WLS algorithms with respect to different number of NLOS FTs for $\sigma^2 = 0.3$ and $\sigma^2 = 1$ (topology-2).

Techniques outperform all other approaches for all the scenarios.

Note that for topology-1, the accuracies of SWS-WLS and IAD-WLS improve when the number of NLOS FTs increases from 2 to 3 for $\sigma^2 = 1$. This shows that the localization accuracy depends not only on the number of NLOS FTs, but also on their locations. In particular, NLOS biases of some FTs which are symmetric with respect to the MT (e.g., FT2 and FT3) may cancel out each other. In order to better evaluate the impact of NLOS FTs’ locations, we simulated the localization algorithms with same number of NLOS FTs in Figure 10.

For a single NLOS FT, the localization accuracies do not degrade significantly with the location of the NLOS FT. Exception to this is when the NLOS FT is the reference FT, in which the localization accuracy will degrade significantly. The WLS methods are no longer effective in such a scenario, since, as apparent from (B.1) in Appendix B, all equations become biased due to bias term $b$. On the other hand, when there are two NLOS FTs, the location of the NLOS FTs may have a more significant impact on the localization accuracy especially for IAD and SWS. For example, when FT1 and FT5 are both in NLOS, discarding these measurements shows to significantly degrade the accuracy compared to other NLOS FT configurations. Again, WLS approaches are ineffective when the reference FT is in NLOS.

In order to further clarify the NLOS bias cancelation, we consider a simple topology (topology-3) composed of four FTs as shown in Figure 11, where the FT locations are given by $x_1 = [-20, -20]$, $x_2 = [-20, 20]$, $x_3 = [20, -20]$, and $x_4 = [20, 20]$ (all in meters). The FT1 is used as the reference FT, and the true position of the MT is at $[0, 0]$ m. The theoretical (based on Appendix B) and the simulation results for the NLOS FT scenarios are presented in Figure 11. As expected, the MSE increases if the LOS is obstructed for any of the FTs. Moreover, the position of the NLOS FT(s) with respect to the reference FT affects the MSE. For example, if the NLOS FT is the reference FT itself (i.e., $b = [2 0 0 0]$ m), the MSE becomes worst. If the NLOS FT is far away from the
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Figure 10: The average localization error of different WLS algorithms with respect to different FTs being in NLOS for $\sigma^2 = 0.3$ (Topology-1).

Figure 11: Theoretical (markers) and simulated (dashed lines) MSE versus $\sigma^2$ for an MT located at $x = [0, 0]$ for different NLOS bias scenarios in topology-3 with FT1 taken as the reference FT.

the simulation results well for both the LS and WLS algorithms. Compared to the LS estimator, the MSE of the SWS-WLS gets considerably worse as $\sigma^2$ increases when there are no NLOS FTs. On the other hand, the degradation in the accuracy of HWS1-WLS is negligible. In Figure 13, simulation and theoretical MSE results of the LS and HWS1-WLS algorithms are plotted for different fixed NLOS bias scenarios. When NLOS bias is larger than 1 m, HWS1-WLS performs always better than the LS for all the $\sigma^2$ values. However, when FT1 has 1 m NLOS bias, we observe that HWS1-WLS performance becomes worse than LS as $\sigma^2$ increases. This may be due to the fact that we fixed $k(1) = 0.1$ and $k(2) = 1$ for all the simulations, and accuracy might possibly be improved by optimizing the weights with respect to some other parameters.

6. CONCLUSION

In this paper, we proposed a novel NLOS identification technique that does not require a time history of range measurements as opposed to prior art techniques. The technique requires only the amplitude and delay statistics of the multipath channel in order to perform NLOS identification. Therefore, it is relatively simple as compared to previous reported works. Furthermore, this technique does not assume that the MT has to be in motion, which was commonly assumed in the literature. Hence, such a technique is especially suitable for indoor wireless personal area networks applications where most MT are either in static or in nomadic conditions. Simulation results show that correct LOS/NLOS identification can be achieved with over 90% of the realizations for most channel models. Here, the kurtosis, mean excess delay, and rms delay spread of the multipath channel
APPENDICES

A.

Let $A_w = WA$ and $p_w = Wp$. Then, by replacing (5) in (18) and assuming that bias terms are zero, we may write

$$p_w = p_{c,w} + p_{n,w}, \quad (A.1)$$

where the constant and noisy\(^6\) components of $p_w$ are given by

$$p_{c,w} = Wp_c, \quad (A.2)$$

$$p_{n,w} = Wp_n, \quad (A.3)$$

with $k_i = x_i^2 + y_i^2$.

Using (17) and (A.3), the MSE of the estimator in (19) can be derived as follows. We may calculate the covariance matrix of $\hat{x}$ as

$$\text{Cov}(\hat{x}) = E\{ (\hat{x} - \bar{x})(\hat{x} - \bar{x})^T \}, \quad (A.6)$$

where $\bar{x}$ is the true location of the MT which can be obtained as

$$\bar{x} = \frac{1}{2} (A_w^T A_w)^{-1} A_w^T p_{c,w}. \quad (A.7)$$

Plugging (19) and (A.7) into (A.6) yields

$$\text{Cov}(\hat{x}) = \frac{1}{4} (A_w^T A_w)^{-1} A_w^T E\{ p_{n,w} p_{n,w}^T \} A_w (A_w^T A_w)^{-1}, \quad (A.8)$$

where $E\{ p_{n,w} p_{n,w}^T \}$ is an $(N - 1) \times (N - 1)$ matrix. Let $E\{ p_{n,w} p_{n,w}^T \}_{ij}$ denote the term corresponding to the $i$th row and $j$th column of $E\{ p_{n,w} p_{n,w}^T \}$. If $i \neq j$, we have

$$E\{ p_{n,w} p_{n,w}^T \}_{ij} = E\left[ \beta_i (2d_i n_r - 2d_i n_i + n_i^2 - n_i^2) \right] \times E\left[ \beta_j (2d_j n_j - 2d_j n_j + n_j^2 - n_j^2) \right], \quad (A.9)$$

which after some manipulation simplifies to

$$E\{ p_{n,w} p_{n,w}^T \}_{ij} = \beta_i \beta_j E\{ 4d_i^2 n_i^2 + n_i^2 - n_i^2 n_j^2 - n_j^2 n_i^2 + n_i^2 \} = \beta_i \beta_j (4d_i^2 \sigma^2 + 4\sigma^4). \quad (A.10)$$

On the other hand, if $i = j$, we have

$$E\{ p_{n,w} p_{n,w}^T \}_{ii} = E\left\{ \beta_i^2 (2d_i n_r - 2d_i n_i + n_i^2 - n_i^2) \right\}, \quad (A.11)$$

which after some manipulation simplifies to

$$E\{ p_{n,w} p_{n,w}^T \}_{ii} = \beta_i^2 E\{ 4d_i^2 n_i^2 + 4d_i^2 n_i^2 + n_i^2 - n_i^2 n_i^2 - n_i^2 n_i^2 + n_i^2 \} = \beta_i^2 (4\sigma^2 (d_i^2 + d_i^2) + 4\sigma^4) = E\{ p_{n,w} p_{n,w}^T \}_{ii} + \beta_i^2 (4\sigma^2 d_i^2 + 2\sigma^4). \quad (A.12)$$

Note that when $\sigma^2 = 0$, $E\{ p_{n,w} p_{n,w}^T \}_{ii} = 0$, and $p_n = p_{c,w}$.

After calculating $\text{Cov}(\hat{x})$ from (A.8), the mean square localization error can then be computed as follows:

$$\text{MSE} = \text{Tr}\{ \text{Cov}(\hat{x}) \}, \quad (A.13)$$

where $\text{Tr}(X)$ is the trace of matrix $X$.

---

\(^6\) If $p_n \to 0$, all the lines will intersect at a single point, and the solution of the estimator in (19) is exact.

**Figure 13:** The theoretical (markers) and simulated (dashed lines) MSE of the linear LS and HWS1-WLS estimators in topology-1 for different NLOS configurations, with FT$_e$ taken as the reference FT.
In the presence of NLOS biases at different FIs, extra bias-dependent terms are introduced in (A.5). Then we have

\[ \tilde{\mathbf{\hat{p}}}_n = \begin{bmatrix} \tilde{y}_1 + \tilde{n}_1 + \tilde{b}_1 + \tilde{c}_1 \\ \tilde{y}_2 + \tilde{n}_2 + \tilde{b}_2 + \tilde{c}_2 \\ \vdots \\ \tilde{y}_N + \tilde{n}_N + \tilde{b}_N + \tilde{c}_N \end{bmatrix}, \quad (B.1) \]

where

\[ \tilde{y}_i = 2(d_i n_r - d_i n_i), \]
\[ \tilde{n}_i = n_i^2 - n_i^2, \]
\[ \tilde{b}_i = b_i^2 - b_i^2, \]
\[ \tilde{c}_i = 2(d_i b_r - d_i b_i + b_r n_r - b_i n_i). \]

Comparing (B.1) with (A.5), we can easily deduce that

\[ \tilde{\mathbf{\hat{p}}}_n = \mathbf{p}_n + \tilde{\mathbf{b}} + \tilde{\mathbf{c}}, \]

where the bias dependent vectors \( \tilde{\mathbf{b}} \) and \( \tilde{\mathbf{c}} \) are obtained by stacking \( \tilde{b}_i \) and \( \tilde{c}_i \) into \((N - 1)1\) vectors, respectively.

For a given bias vector \( \mathbf{b} \), we may derive the covariance matrix as in (A.8) as follows:

\[
\text{Cov}(\tilde{\mathbf{\hat{x}}}) = \frac{1}{4} (\mathbf{A}_n^T \mathbf{A}_n)^{-1} \mathbf{A}_n^T \mathbf{E}[\tilde{\mathbf{p}}_{n,w} \tilde{\mathbf{p}}_{n,w}^T] \mathbf{A}_n (\mathbf{A}_n^T \mathbf{A}_n)^{-1}, \quad (B.5)
\]

where

\[
\mathbf{E}[\tilde{\mathbf{p}}_{n} \tilde{\mathbf{p}}_{n}^T] = \mathbf{E}\{(\mathbf{p}_n + \tilde{\mathbf{b}} + \tilde{\mathbf{c}})(\mathbf{p}_n + \tilde{\mathbf{b}} + \tilde{\mathbf{c}})^T\}
\]

\[
= \mathbf{E}[\mathbf{p}_n \mathbf{p}_n^T] + \mathbf{E}[\mathbf{p}_n \tilde{\mathbf{b}}^T] + \mathbf{E}[\mathbf{p}_n \tilde{\mathbf{c}}^T] + \mathbf{E}[\tilde{\mathbf{b}} \mathbf{p}_n^T]
\]

\[
+ \mathbf{E}[\tilde{\mathbf{b}}^T \mathbf{b}] + \mathbf{E}[\tilde{\mathbf{c}}^T \mathbf{c}] + \mathbf{E}[\tilde{\mathbf{b}}^T \mathbf{c}] + \mathbf{E}[\tilde{\mathbf{c}}^T \mathbf{b}].
\]

Then, proceeding similarly as in Appendix A, we may derive

\[
\mathbf{E} [\tilde{\mathbf{p}}_{n} \tilde{\mathbf{p}}_{n}^T]_{ij} \Rightarrow \text{derived in Appendix A,}
\]

\[
\mathbf{E} [\tilde{\mathbf{b}} \tilde{\mathbf{b}}^T]_{ij} = (b_i^2 - b_i^2) \times (b_j^2 - b_j^2),
\]

\[
\mathbf{E} [\tilde{\mathbf{c}} \tilde{\mathbf{c}}^T]_{ij} = 4(d_i b_r - d_i b_i)(d_j b_r - d_j b_i) + 4b_i^2 \sigma^2 + I(i, j)4b_i^2 \sigma^2,
\]

\[
\mathbf{E} [\mathbf{p}_n \tilde{\mathbf{b}}^T]_{ij} = 2 \sigma^2 (b_i^2 + b_j^2),
\]

\[
\mathbf{E} [\tilde{\mathbf{b}} \mathbf{p}_n^T]_{ij} = \mathbf{E} [\tilde{\mathbf{b}} \mathbf{p}_n^T]_{ji},
\]

\[
\mathbf{E} [\tilde{\mathbf{c}} \tilde{\mathbf{c}}^T]_{ij} = 2(b_i^2 - b_j^2)(d_i b_r - d_j b_i),
\]

\[
\mathbf{E} [\tilde{\mathbf{b}}^T \mathbf{c}]_{ij} = \mathbf{E} [\tilde{\mathbf{c}} \mathbf{b}]_{ij}.
\]
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