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Studies have shown that transmit and receive diversity employing a combination of multiple transmit-receive antennas (given ideal channel state information (CSI) and independent fading between antenna pairs) will potentially yield maximum achievable system capacity. In this paper, the concept of a layered super-orthogonal turbo transmit diversity (SOTTD) for downlink direct-sequence code-division multiple-access (CDMA) systems is explored. This open-loop transmit diversity technique improves the downlink performance by using a small number of antenna elements at the base station and a single antenna at the handset. In the proposed technique, low-rate super-orthogonal code-spread CDMA is married with code-division transmit diversity (CDTD). At the mobile receiver, space-time (ST) RAKE CDTD processing is combined with iterative turbo code-spread decoding to yield large ST gains. The performance of the SOTTD system is compared with single- and multiantenna turbo-coded (TC) CDTD systems evaluated over a frequency-selective Rayleigh fading channel. The evaluation is done both by means of analysis and computer simulations. The performance results illustrate the superior performance of SOTTD compared to TC CDTD systems over practically the complete useful capacity range of CDMA. It is shown that the performance degradation characteristic of TC CDTD at low system loads (due to the inherent TC error floor) is alleviated by the SOTTD system.
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1. INTRODUCTION

Space-time (ST) processing techniques, such as receive diversity and antenna beamforming, can significantly improve the downlink and uplink capacity of cellular direct-sequence (DS) code-division multiple-access (CDMA) systems. Recent studies have explored the limits of multiple-antenna systems performance in frequency-selective multipath fading environments from an information-theoretic point of view [1, 2]. It has been shown that, with perfect receiver channel state information (CSI) and independent fading between pairs of transmit-receive antennas, maximum system capacity may potentially be achieved. When multiple receive antennas are not available, multiple transmit antennas have been proven to be an alternative form of spatial diversity that may significantly improve spectral efficiency. Other forms of transmit diversity, such as antenna selection, frequency offset, phase sweeping, and delay diversity, have been studied extensively [3, 4, 5]. Recently, space-time (ST) coding was proposed as an alternative solution for high data rate transmission in wireless communication systems [6, 7, 8, 9, 10].

Depending on whether feedback information is utilized or not, transmit diversity schemes are usually categorized as being either closed- or open-loop methods. In closed-loop schemes, CSI estimated by the receiver is fed back to the transmitter, allowing for a number of different techniques to be considered. These techniques, such as beamforming,
adaptive antenna prefiltering, or antenna switching, are used to maximize the signal-to-noise ratio (SNR) at the receiver [11, 12]. When no feedback information is available, the temporal properties of the propagation environment and the transmission protocol can be used to improve the receiver’s performance. Techniques utilizing these kinds of properties are commonly referred to as open-loop methods.

Foschini [2] has considered an open-loop layered space-time (ST) architecture with the potential to achieve a significant increase in capacity compared to single-channel systems. The spectrally efficient layered ST transmission process basically comprises the demultiplexing of a single primitive input data stream into \( n \) multiple equal-rate data streams. The \( n \) separately coded, chip-symbol-shaped and modulated data streams then individually drive separate multiple transmit antennas elements prior to radiation. A multiple-transmit multiple-receive (MT = \( n \), MR = \( n \))-antenna analysis (where MT and MR, respectively, denote the number of transmitter and receiver antenna elements) showed that the system capacity increased linearly with \( n \), despite the random interference of the \( n \) received waves. With \( n = 8 \), an 1% outage probability, and 21 dB average SNR at each receiving antenna element, a spectral efficiency of 42 bps/Hz was shown to be achievable [2]. This implies a capacity increase of 40 times that of a (MT, MR) = (1,1) system at the same total radiated transmitter power and bandwidth. The layered ST concept basically relates to the exploitation of all available spatial and temporal dimensions provided by the layered combination of multielement transmit and/or receive antenna arrays and a vast range of available one-dimensional coding techniques to achieve maximum diversity gain through iterative processing at the receiver. For a detailed description and some illustrative examples of the layered ST architecture employing convolutional coding, as opposed to parallel concatenated iterative super-orthogonal turbo coding on each ST branch proposed in this paper, the interested reader is referred to references [2, 13].

This layered ST architecture forms the basis for the class of orthogonal decomposable coded ST codes presented in this paper. The Alamouti ST block codes are members of this class of codes [3, 6]. The condition of statistically independent (uncorrelated) fading, to maintain orthogonality, is seldom achieved in practice due to the scattering environment around the mobile and base station. However, decomposition or separation of the multiantenna channel into a number of nearly independent subchannels can be realized, provided that CSI is available at the receiver [2, 12]. Maximizing the free distance of the ST coded symbols transmitted over these nearly independent spatially separated channels, a spatial-temporal coding diversity gain can be achieved, referred to as space-time gain (STG).

DS-CDMA systems exhibit maximum capacity potential when combined with forward error correction (FEC) coding [14]. In CDMA, the positive tradeoff between greater distance properties of lower rate codes and increased cross-correlation effects (due to shorter sequence length) is fundamental to the success of coded CDMA. Most FEC systems, especially those with low code rates, expand bandwidth and can be viewed as spreading systems. It has been illustrated that the maximum theoretical CDMA capacity can only be achieved by employing very low-rate FEC codes utilizing the entire bandwidth, without further spreading by the multiple-access sequence [14, 15, 16]. These are known as code-spread CDMA systems.

Viterbi [17] has proposed the use of orthogonal convolutional codes as low-rate coding extensions for code-spread CDMA. Recently, two new classes of low-rate codes with improved performance have been proposed. Pehkonen and Komulainen [18, 19] proposed a coding scheme that combines super-orthogonal turbo codes (SOTC) with super-orthogonal convolutional codes (SOC), with maximum free distance (MFD), was derived and applied to code-spread CDMA.

For nonoptimum multiuser receivers, such as the matched filter (MF) or RAKE, coding gain comes at the cost of an increased multiple-access interference (MAI) level. Note that as the spreading factor (SF) decreases, so does the potential number of users that can be accommodated, due to the smaller spreading sequence family size available. In such a case, the Gaussian approximation of the MAI does not apply, as the central limit theorem does not hold any more. However, when transmit diversity is considered, this situation (from a coding perspective) is improved due to the introduction of additional MAI as a result of the multiple transmission paths that are created through the application of the multiple transmit antenna diversity concept. Especially, when turbo coding is considered, the coding gain potential becomes significant. For a finite effective code rate (and hence a finite spreading ratio), the level of MAI, under additive white Gaussian noise (AWGN) and equal power conditions, is fixed. For a RAKE receiver with perfect CSI, the soft-input soft-output (SISO) turbo-based decoder will perform equally well in AWGN and fully interleaved multipath fading channels.

In this paper, a layered ST super-orthogonal turbo transmit diversity (SOTTD) architecture for a downlink DS-CDMA system, operating over a frequency-selective fading channel, is investigated. This open-loop transmit diversity technique is well-suited for code-spread CDMA systems where downlink performance is improved by using a small number of transmit antennas (MT = 3) at the base station and a single antenna (MR = 1) at the mobile handset receiver. In the proposed technique, low-rate super-orthogonal code-spread CDMA is married with code-division transmit diversity (CDTD), and at the mobile receiver, ST RAKE CDTD processing is combined with iterative turbo code-spread decoding. In Section 2, the description of the SOTTD code-spread CDMA system is presented. In Section 3, the performance of the SOTTD system is compared with single- and multiantenna turbo-coded (TC) CDTD systems. The evaluation is done by both analysis and computer simulations. Section 4 concludes the paper.
2. SYSTEM DESCRIPTION

2.1. Transmitter and receiver

A downlink (base station to mobile handset) dual transmit, $M_T = 2$, and single receive antenna, $M_R = 1$, multiuser DS-CDMA-based communication system with $K$ simultaneous users is considered. The general structures of the DS-CDMA transmitter and receiver under investigation are illustrated in Figure 1.

With reference to Figure 1a, the transmitter consists of the following modules:

1. super-orthogonal turbo encoder producing complex code-spread sequences for CDMA;
2. Gray-coded quadrature-phase-shift-keyed (QPSK) chip-symbol formation;
3. user-specific scrambling of QPSK chip-symbols, for example, using a IS-95-like long pseudonoise (PN) scrambling sequence;
4. code-division transmit diversity (CDTD) encoder based on Alamouti ST block encoder and antenna multiplexer [3];
5. transmitter chains for $M_T$ transmit antennas, each comprising chip-pulse shaping, RF modulation, and antenna transmission of RF-modulated (real-part only) signals for the $M_T$ transmit antennas.

With reference to Figure 1b, the receiver consists of the following blocks:

1. receiver chain for $M_R = 1$ receive antenna, comprising RF demodulation and chip-pulse shaping;
2. channel estimation providing the fading coefficients for each of the transmitter antennas through the transmission of known pilot signals;
3. RAKE-type ST receiver based on the Alamouti ST block decoder and maximal-ratio combining (MRC);
4. user-specific descrambling of QPSK chip-symbols;
5. splitting of the spread-coded chip sequence into real and imaginary components;
6. super-orthogonal SISO-based turbo decoder.

In the following paragraphs, details concerning the super-orthogonal turbo encoder and decoder, as well as the ST RAKE CDTD decoder, will be given.

2.2. Super-orthogonal turbo encoder description

The detailed structure of the super-orthogonal turbo encoder is shown in Figure 2. The heart of the encoding scheme is formed by the $Z = 2$ rate-(1/16) constituent encoders, consisting of the combination of a rate-(1/4) recursive systematic convolutional (RSC) encoder, a rate-(4/16) Walsh-Hadamard (WH) encoder, parallel-to-serial (P/S) converter, and puncturing modules. A definition and description of the iterative generation of WH codes, together with their correlation properties, are given in Proakis [20, Chapter 8, pages 424–425]. The combined encoder is referred to as the super-orthogonal RSC&WH encoder. These encoders are concatenated in parallel. A binary data sequence of length $N$ is fed into the encoder. The first encoder processes the original data sequence, whereas before passing through the second encoder, the data sequence is permuted by a pseudorandom interleaver of length $N$. The outputs of the rate-(1/4)
RSC encoder is fed to the rate-(4/16) WH encoder, producing a sequence of length \( L_{WH} = 16 \) from a set of 16 sequences. By combining the constituent encoder outputs, the code rate from the turbo encoder before puncturing is \( R_t = 1/(2L_{WH}) = 1/32 \).

Figure 3 depicts the rate-(1/4), 8-state RSC encoder block diagram and associated trellis diagram. The trellis diagram is important in the evaluation of code distance properties and for Viterbi decoding.

As a last stage of encoding, after P/S conversion, the outputs of the two constituent RSC\&WH encoders are punctured to produce the code-spread chip sequences \((TX_{RE}, TX_{RM})\). The puncturing (chip deletion) operation can be seen as a form of rate matching to provide a wide range of spread-code rates. Note that the final code rate of the super-orthogonal turbo encoder determines the code-spread factor, \( G \), where \( G \leq 1/R_c \), in general. In the case of no puncturing, \( G = 1/R_c = 2L_{WH} = 32 \).

The complex chip output sequences of the super-orthogonal turbo encoder is Gray-mapped into a QPSK symbol constellation. The in-phase (I) and quadrature (Q) QPSK chip-symbol sequences are complex-scrambled with a user-specific IS-95-like long complex pseudonoise (PN) scrambling sequence. The complex result of this complex scrambling process, \( S_i(i) \), is fed to a code-division transmit diversity (CDTD) block encoder based on the Alamouti ST block encoder and antenna multiplexer [3, 6].

The CDTD encoder in Figure 1a maps two symbols into an orthogonalising \((2 \times 2)\) code matrix according to

\[
D_{M_t} = \begin{bmatrix}
S_t(2i - 1) & S_t(2i) \\
-s_t^*(2i) & s_t^*(2i - 1)
\end{bmatrix},
\]

where \( i = 1, 2, \ldots \). The symbol \( s_t(n) \) denotes the transmitted QPSK chip-symbol for time instant \( n \).

Finally, the real part of the complex transmit pulse-shaped and RF-modulated outputs of the CDTD encoder are radiated from multiple transmit antennas, as shown in Figure 1a. In this way, low-rate super-orthogonal codespread CDMA and an open-loop code-division transmit diversity (CDTD) technique have been combined to potentially facilitate significantly improved downlink performance through appropriate iterative ST receiver and decoder processing.

\[\text{Figure 2: Super-orthogonal turbo encoder for } Z = 2 \text{ constituent RSC}\&WH encoders.}\]

\[\text{2.3. Space-time RAKE CDTD receiver/decoder description}\]

Figure 4 shows the general architecture of the RAKE-type CDTD ST receiver for the SOTTD system.

It has been shown that the conditions where ST decoding yields significant diversity gains are independent of those conditions that are favorable for a RAKE-type receiver [21]. In other words, ST diversity is not adversely affected by sub-optimal multipath diversity gain. Under the best conceivable conditions, the multipath components have equal expected power and arrive such that the delayed spreading codes are perfectly orthogonal. Then an \( L_R \)-finger RAKE receiver, where \( L_R = J \) denotes the number of resolvable paths, would be equivalent to having \( J \) receiver antennas, and both the diversity and the expected SNR would theoretically be increased by the factor \( J \) [12, 21].

In order to maximize multipath diversity gain, the following assumptions are made.

1. The \( J \) paths from antenna \( m \) experience independent Rayleigh fading, expressed through the channel coefficients, \( h_{jm} \), \( j = 1, 2, \ldots, J \) and \( m = 1, 2 \).

2. Each pair of paths from the two transmitter antennas arrives with the same set of delays at the receiver antenna. (This assumption is justified by the fact that in the cellular personal communication frequency bands, the propagation delay between the two transmitter antenna elements is measured in nanoseconds, while the multipath delays are measured in microseconds [12]).

3. Path delays are approximately a few chips in duration and small compared with the symbol period so that intersymbol interference can be neglected.

Multipath RAKE and ST decoding is performed on knowledge of the multipath delays and fading coefficients for each of the \( M_T \) transmitter antennas and \( J \) possible multipaths. This information is provided to the mobile receiver by the channel estimator block.

The channel estimator operates on the principle of pilot signals transmission. Increasing the number of transmitter antennas tends to give greater diversity gains, but if the total pilot power is fixed, the individual estimates for the fading coefficients deteriorate, and crosstalk increases among
the subchannels. Adding extra antennas requires the incorporation of additional pilot signals to enable the mobiles to accurately estimate the multiple-antenna propagation coefficients. As a rule of thumb, the individual powers of these pilot signals should be inversely proportional to the number of transmit antennas. In this paper, perfect CSI is assumed, and the channel estimation error-related RAKE ST receiver problems are not treated here.

From Figure 4, it can be seen that paths $j = 1, 2, \ldots, J - 1$ are delayed before ST decoding is attempted. This path delay should be equal to the time-of-arrival difference between path $j$ and the last path $J$, and is done to synchronize individual path powers for maximal-ratio combining (MRC).

The ST decoder shown in Figure 4 is based on the Alamouti ST length-two block encoder and decoder [3, 6]. Recall that the encoder mapped two symbols into a $(2 \times 2)$ code
matrix according to (1). Since the symbols are also orthogonal across antennas, the soft-input block decoder simply calculates:

\[ s_r(n) = h_j^* r(n) + h_j r^*(n), \]

\[ s_r(n) = h_j^* r(n) + h_j r^*(n), \]  

In (2), \( r(n) \) denotes the received chip symbols. \( s_r(n) \) is the block-decoder soft output for time instant \( n \) that determines to which quadrant in the QPSK constellation the chip symbols most likely belong. The likelihood (or confidence level) of this determination is the soft output passed on to the channel decoder after MRC.

Given perfect multipath and diversity gain, the RAKE-type ST decoder has a combined multipath and ST diversity gain of \( LRMT \), where \( LR = J \) denotes the number of received signal paths (which are here assumed to be equal to the number of fingers employed in the RAKE receiver structure) and \( MT \) denotes the number of transmit antennas.

2.4. Super-orthogonal turbo decoder description

Figure 5 shows the general architecture for the super-orthogonal iterative turbo decoding strategy.

Before the actual decoding takes place, for those chips that were punctured (deleted), zero values are inserted. Therefore, the decoder regards the punctured chips as erasures. The iterative decoding of the turbo coding scheme requires two component decoders using soft code-spread chip inputs and providing soft outputs. Two SISO decoders are employed in the component decoders as shown in Figure 6. The first is a SISO inverse Walsh-Hadamard (IWH) decoder and the second a SISO RSC decoder, based on the soft-output Viterbi algorithm (SOVA). Details concerning the actual decoding process will now be given, with reference to Figure 5.

Let \( RX_{Re} \) and \( RX_{Im} \) be the associated received and demodulated branch code-spread chip sequences with \( L_c \) the corresponding reliability values of the CSI. The decoder accepts a priori values \( L_i(b) \) for all the information bit sequences and soft-channel outputs \( L_c \cdot RX_{Re} \) and \( L_c \cdot RX_{Im} \).

In the IWH SISO decoder, the branch metric calculation is performed very efficiently by using soft-outputs based on the IWH transformation, which basically correlates the received soft chip-spread sequences, \( RX_{Re} \) and \( RX_{Im} \), with the branch WH sequences. The soft outputs from the IWH SISO decoder are passed to the RSC SOVA, which produces hard (\( L_{hard} \)) and soft (\( L_{soft} \)) outputs. Without loss of generality, the indices, \( z = 1, 2 \), denoting the constituent component decoders (shown in Figure 5), have been omitted in this discussion.

The IWH&RSC SISO component decoders deliver a posteriori soft outputs \( L(\hat{b}) \) for all the information bits and extrinsic information \( L_e(b) \). The latter is only determined for the current bit by its surrounding bits and the code constraints. It is therefore independent of the intrinsic information and the soft output values of the current bit.
The extrinsic information is given by

\[ L(\hat{b}) = [L_{\text{hard}} \otimes f(L_{\text{hard}}) + g(L_{\text{soft}})] - L_c(b), \]  

(3)

where the first term, \( L_{\text{hard}} \otimes f(L_{\text{hard}}) \), is the reencoded chip code-spread sequence, with \( f(L_{\text{hard}}) \) being the function denoting the combined RSC and WH reencoding process. The symbol “\( \otimes \)” denotes convolution. The second term, \( g(L_{\text{soft}}) \), represents the interpolated soft outputs from the component SISO decoders, with interpolation factor \( L_{\text{WH}} = 16 \). It is important to note that all the above-mentioned sequences are vectors of length \( L_{\text{WH}} = 16 \).

The log-likelihood ratio (LLR) soft output of the decoder for the information bit \( b \) is written as

\[ L(\hat{b}) = [L_c(\text{RX}_R + \text{RX}_I) + L_c(\hat{b})], \]  

(4)

implying that there are three independent estimates that determine the LLR of the information bits, namely, the a priori values, \( L_c(b) \), the soft-channel outputs of the received sequences, \( L_c(\text{RX}_R) \) and \( L_c(\text{RX}_I) \), and the extrinsic LLR’s \( L_c(\hat{b}) \).

At the commencement of the iterative decoding process, there usually are no a priori values \( L_c(b) \); hence the only available inputs to the first decoder are the soft-channel outputs obtained during the actual decoding process. After the first decoding process, the intrinsic information on \( b \) is used as independent a priori information at the second decoder. The second decoder delivers a posteriori information, which is an output produced by the first decoder too. Note that initially the LLRs are statistically independent. However, since the decoders directly use the same information, the improvement through the iterative process becomes marginal, as the LLRs become progressively more correlated.

It is important to note that the constituent RSC\&WH encoders may produce similar WH codewords. Since these codewords are transmitted over different antennas, the full-rank characteristic of the system is still guaranteed. Under multipath fading scenarios, some of the orthogonality will be destroyed. The latter is not a function of the specific WH codeword transmitted at the different antennas, but rather dependent on the delay spread of the channel. Transmitting the same WH codewords over different antennas will have an effect on the channel estimation and initial synchronisation procedures.

3. PERFORMANCE EVALUATION

3.1. Union-bound BEP derivation of combined RSC and WH code

One of the objectives of this section is to shed some light on the contribution of the parallel-concatenated WH codes to the overall SOTTD systems performance. Towards this end, an upper bound is derived for the average bit error probability (BEP) performance of parallel-concatenated WH codes, stemming from the characteristics of the combined RSC\&WH code.

The performance of the SOTTD system depends not on the distance properties of the WH code, but actually on the distance properties of the combined RSC\&WH code. In this context, the most important single measure of the code’s ability to combat interference is \( d_{\text{min}} \). Figure 7 depicts the modified state diagram of the RSC\&WH constituent code under consideration. The state diagram provides an effective tool for determining the transfer function, \( T(L, I, D) \), and consequently, \( d_{\text{min}} \) of the code. The exponent of \( D \) on a branch describes the Hamming weight of the corresponding to that branch. The exponent of \( I \) describes the Hamming weight of the corresponding input word. \( L \) denotes the length of the specific path.

Through visual inspection, the minimum distance path, of length \( L = 4 \), can be identified as \( a_0 \rightarrow c \rightarrow b \rightarrow d \rightarrow a_1 \). This path has a minimum distance of \( d_{\text{min}} = 4 \times 8 = 32 \) from the all-zero path, and differs from the all-zero path in 2 bit inputs.

Given an \((32, 1)\) RSC\&WH constituent code, its input-redundancy weight enumerating function (IRWEF) is used to characterize the complete encoder [22]. The IRWEF makes implicit in each term of the normal weight enumerating function the separate contributions of the information and
the parity-check bits to the total Hamming weight of the codewords. When the contributions of the information and redundant bits to the total codeword weight are separated, the IRWEF for the constituent RSC&WH code is obtained as

\[ A(I, D) = 1 + 4ID^2 + 6ID^2 + 4ID^3 + 4D^4. \]  \hspace{1cm} (5)

When employing a turbo interleaver of length \( N \), the IRWEF of the new constituent \((n, k) = (32N, N)\) code is given by \( A^N(I, D) = [A(I, D)]^N \), for all \( Z \) constituent codes (see [22, page 157, equation (5)] for a similar approach), where \( n \) denotes the code length and \( k \) the number of encoded data symbols in the code word.

To compute an upper bound to the BEP, the IRWEF can be used with the union bound assuming maximum-likelihood (ML) soft decoding. The BEP, including the fading statistics (assumed to be slowly fading), is of the form shown in (6) [14, 21], where \( \sigma_{oc} \) denotes the effective SNR, and \( S \) denotes the power of the received signal:

\[ P_{b|S} \leq \frac{1}{k} Q \left( \frac{d_{\text{min}} \sigma_{oc} S}{\sqrt{2} \sigma_{oc}} \right) \exp \left( \frac{\partial A^N(I, D)}{\partial I} \bigg|_{I = 0} \right). \]  \hspace{1cm} (6)

On an AWGN channel, the total effective output SNR term used in (6) is \( \sigma_{oc} = R_c E_b / N_0 \). Assuming that the cellular system is employing omnidirectional antennas, the total output SNR term used in (6) can be determined as in (7) [11, 21]:

\[ \sigma_{oc} = \left( \frac{N_0}{R_c E_b} + \frac{(K \cdot M_T - 1)}{3G} \right)^{-1}. \]  \hspace{1cm} (7)

Recall that \( K \) denotes the number of simultaneous users, \( G \) is the code-spread ratio, and \( E_b / N_0 \) is the energy-per-bit-to-noise spectral density ratio. The CDMA normalized system load is given as \( K/G \). Also, if it is assumed that the \( M_T \) transmitters have equal power, with constant correlation between the branches, and transmitted over a Rayleigh fading channel, the components of the received power vector \( S \) are identically distributed, with probability density function (pdf) given by (8), with \( \xi = 1 - \rho + \rho M_T L_R \) (see [21, Sections 6.3.2 to 6.3.4, pages 93–98]):

\[ p_S(S) = \frac{1}{\Omega^T(M_T L_R)} \left( \frac{S}{\Omega^2} \right)^{M_T L_R - 1} \times \exp \left( \frac{S}{2} (1 - \rho) \Omega^2 \right) \cdot F_1(1, M_T L_R + ; \rho M_T L_R S / \xi(1 - \rho) \Omega^2) \times \left( (1 - \rho)^{(M_T L_R - 1)} \right). \]  \hspace{1cm} (8)

In the above equation, \( F_1(\cdot) \) denotes the confluent hypergeometric function, \( \Omega^2 \) is the average received path strength, \( \rho \) the correlation between transmit or receive branches, and \( L_R \) the number of RAKE receiver fingers.

Finally, the BEP is computed using (6) and (7), by averaging (6) over the fading statistics defined in (8).

### 3.2. Numerical analysis of CDTD and SOTTD CDMA systems

The performance of the proposed super-orthogonal transmit diversity (SOTTD) CDMA system is compared to that of an uncoded, as well as convolutional- and turbo-coded code-division transmit diversity (CC and TC CDTD) CDMA system. In order to calculate the BEP of the coded CDTD and SOTTD systems, the output SNR should include the transmit diversity interference term as shown in (7).

Using the system parameters outlined in Table 1, the BEP performance of a cellular CDMA system employing the different techniques has been determined numerically. The performance of single and \( M_T = 2, 3 \) transmit diversity systems are shown in Figure 8. From the curves, it is clear that the superior performance predicted for TC CDTD may be achieved with the SOTTD system over the complete CDMA capacity range. Also of importance is the fact that the performance degradation of TC CDTD at low system loads (due to inherent TC error floor) is alleviated by the SOTC system—hence the superior performance of SOTTD. This is explained in terms of the higher minimum free distance offered by the rate-(1/16) constituent encoders, as opposed to the use of rate-(1/2) constituent encoders in TC systems.

### 3.3. Simulation results

Monte-Carlo simulations were conducted to verify the BEP bounds presented above. In the computer simulations, a root-raised cosine (RRC) chip-pulse shaping with roll-off factor of \( \alpha = 0.22 \) was used. The length of the pulse-shaping filter was set to 8 chips, and 4 samples per chip were taken. A single receiver antenna and \( F = 2 \) resolvable Rayleigh fading multipaths with equal average power were assumed.

For the simulation, perfect synchronization, coherent detection, and perfect channel state information (CSI) estimation are assumed. The simulated fading channel assumed a flat Doppler power spectrum. A mobile velocity of 3 km/h was selected (corresponding to slow fading), producing nearly static fading over the frame (and interleaver) length of \( N = 256 \) information bits used in the simulations. The individual path gains are assumed nearly constant (quasistatic) during one frame and change independently from one another. The multipath spread was randomized and evenly distributed with a minimum resolution of

### Table 1: System parameters for analytical and simulation BEP performance analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simulation value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spreading ratio</td>
<td>( G = 32 )</td>
</tr>
<tr>
<td>Operating environment</td>
<td>2-path frequency-selective fading</td>
</tr>
<tr>
<td>Number of users</td>
<td>( K = 1, 2, \ldots, G )</td>
</tr>
<tr>
<td>Number of RAKE fingers</td>
<td>( L_R = F = 2 )</td>
</tr>
<tr>
<td>Transmit diversity technique</td>
<td>CDTD and SOTTD</td>
</tr>
<tr>
<td>Transmit diversity elements</td>
<td>( M_T = 1, 2 (\rho = 0) )</td>
</tr>
<tr>
<td>Interleaver length</td>
<td>( N = 256 )</td>
</tr>
</tbody>
</table>
one sample. In addition, the turbo decoding configuration for \( Z = 2 \) constituent codes operates in serial mode, that is, “SISO decoder 1” processes data before “SISO decoder 2” starts its operation, and so on (refer to Figure 5).

Using the system parameters outlined in Table 1, the BER performance of a SOTTD CDMA system has been determined by means of simulation. Figure 8 compares the simulated SOTTD performance with the theoretical performance bounds of convolutional and turbo-coded CDTD. \( E_b/N_0 = 20 \text{ dB} \) and \( G = 32 \), unless otherwise stated.

Concentrating on the BER curves of the SOTTD system, slight disparities between the simulation results and performance bounds can be identified for target BER values of \( 10^{-6} \) or worse. As can be seen from the graphs, the simulation curves are very close to the simulation bounds, for normalized user loads \( (K/G) \) of less than 0.75. For the conditions of low load \( (P_e < 10^{-6}) \), the performance of the simulated system is dominated by the performance of the suboptimal (non-ML) decoder and the practical choice of a random interleaver.

For the higher load conditions, the simulation results are also worse than the bounding performance, since the performance is limited in frequency-selective channels due to increased interference.

4. SUMMARY AND CONCLUSION

In this paper, a new concept of layered super-orthogonal turbo transmit diversity (SOTTD) has been presented for application in code-division multiple-access (CDMA) communication systems. The techniques of low-rate spreading and coding have been combined with orthogonal code-division transmit diversity (CDTD) and iterative “turbo” processing at the receiver. In contrast to layered ST turbo-coded (TC) CDTD, where a turbo encoder (and its associated iterative decoder) is required for every transmit diversity branch available, SOTTD requires a single turbo encoder-decoder pair, making it particularly attractive for CDMA wireless applications, the only requirement being that the number of constituent encoders \( Z \) be greater or equal to the transmit diversity order \( M_T \).

From the performance results presented, it may be deduced that the proposed SOTTD system provides a very powerful and practical extension to the TC CDTD schemes, and yields superior performance compared to TC CDTD over the practically complete capacity range of CDMA. Another significant observation is the fact that the performance degradation of TC CDTD at low system loads (due to inherent TC error floor) is alleviated by the SOTTD system. This is explained in terms of the higher minimum free distance offered by the low rate-(1/16) constituent encoders, as opposed to the use of rate-(1/2) (256-state) constituent encoders in TC systems.

In conclusion, the interpretation of the performance bounds presented in this paper should be done within the confidence limits imposed by the use of the union bound, as well as the restrictions set by practical considerations, as such bounds are only valid for the case of ML decoding, and they may diverge significantly from the true performance at low values of \( E_b/N_0 \). Also, in the simulation, a suboptimal non-ML decoding algorithm was employed, as well as a pseudo-random interleaver. Furthermore, the performance of practical systems is strongly influenced by the availability of reliable CSI, which also plays a major role in the correct operation of virtually all adaptive receiver subsystems, including channel estimation, multipath decomposition and RAKE MRC, Doppler tracking, equalization, and several others. Clearly, the absence of reliable CSI will produce a noticeable degradation in the system performance. However, despite the restrictions and limitations, the results presented are close to the theoretical bounds for most of the normal CDMA operational range and thus provide useful design and comparative performance guidelines for SOTTD CDMA application scenarios.
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